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STATISTICAL PATTERNS IN PRIMARY
STRUCTURES OF THE FUNCTIONAL REGIONS
OF THE GENOME IN Escherichia coli.

I. FREQUENCY CHARACTERISTICS

M. Yu. Borodovskii, Yu. A, Sprizhitskii, UDC 576.315.42
E. I. Golovanov, and A. A. Aleksandrov

The frequency of mono- and dinucleotides is analyzed in sequenced fragments of the E. coli
genome of 135,000 nucleotides total length. It is shown that DNA regions differing in func-
tional properties also differ in the correlation parameters of neighboring nucleotides. Fur-
thermore, it is noted that correlation characteristics in the coding regions of E, coli DNA are
periodically dependent upon the position occupied by neighboring nucleotides with respect to
the initiating codon. We discuss the evolutionary significance of the patterns found, as well as
their potential use in the special statistical models of nucleotide sequences necessary for de-
veloping algorithms for the computer recognition of functional units in the genome.

The development of methods for the rapid sequencing of nucleic acids was soon followed by the active
study of the statistical properties of their primary structures [1-11]. This research direction is closely as-
sociated with the use of computer data bases for the analysis of a common problem — determining the relation-
ship between the physical structure and biological functions of DNA. This already quite familiar approach in-
volves the search among elements of the data base for the nucleotide sequence completely or partially homo-
logous to an earlier-specified DNA fragment. Information available on this sequence would permit progress
(sometimes quite substantial {12]) in the study of the functional properties of the primary structure of interest.
As the volume of data bases expands this methods ever more effectively reduces the expenditures for bio-
chemical experiments. However, on the other hand, computational problems arise associated W1th the search
for homologies throughout the bank.

It would doubtless be usefulto turn to a relatively small number of ''integral'' characteristics of nu-
cleotide sequences, the comparison of which would be sufficient for solving the problem of the functional
classification (''recognition of function'’) of a particular fragment. It is natural to assume that these charac-
teristics would be of substantial physical and biological significance; therefore their search, study, and inter-
pretation is of independent interest.

A large number of such "'integral'' parameters can be obtained from a statistical analysis of DNA pri-
mary structures [1, 2, 10]. The frequencies of mono- and dinucleotides, examined in the present paper, are
also characteristics of this type.

It should be noted that the opinion is encountered in the literature that the statistical rules of alternation
of nucleotides in DNA primary structures (which are reflected in the nucleotide frequencies) are stable
throughout the genome of each organism [4, 5, 8, 9] and even partially explain the phenomenon of the selection
of synonymous codons [6, 7, 13]. The results obtained here as well as in the work of Smith et al, [10] enable
arguments to be made in support of the opposite viewpoin.. :

METHODS AND RESULTS

The sample of nonoverlapping E. coli DNA fragments of a total length of 135,000 nucleotides was taken
from the third edition of tl;e EMBL nucleotide sequence bank. The coding and noncoding DNA fragments formed
two subsamples of 79,900 and 42,600 nucleotides length, respectively. All results presented below were ob-
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TABLE 1. Frequencies of Nucleotides (f;) and Mean
Squared Errors of Determination of These Quantities
(o) for Various Samples of Nucleotide Sequences

Sample ’ Ir fc fa el g
E.coliaswhole | 0,243 | 0,243 | 0,252 | 0,262 0,0012
Coding regions 0,231 | 0,251 | 0,246 | 0,272 | 0,0015
Noncoding regions |. 0,259 | 0,231 | 0,261 | 0,248 0,0020

tained by a computer analysis of the foregoing masses of information.
We introduce essential definitions.

By the frequency f,; of a nucleotide oftype a is understood, as is usual, the ratio of the number N (a)
of nucleotides of type a present in a given sequence to the total length of the sequence. The f; quantities
(which are more logically indexed by letters rather than numerals, i.e., 2 =T, C, A, and G) are presented in
Table 1. Their values confirm the known fact that the content of C and G is hlgher in coding regions than the
content of A and T, and vice versa in noncoding regions.

The number of dinucleotides of type ab found in some group of M nucleotide sequences of a total length
of N nucleotides is designated by N(ab). We shall examine a very simple statistical model according to
which the appearance of the nucleotides 2 and b in neighhoring positions is due to independent causes. On
the basis of this model, the expected number of dinucleotides of type ab is (N —M — 1) *f, *f},; this number is
designated N (2b). We note that the mean squared deviation of the N (ab) is (N@b))Y2. Figure 1 presents the
quantities D(ab) = (N (ab) —_ﬁ(ab))/(ﬁ(ab))% for all 16 possible 2b dinucleotides. Figure la refers to the
entire set of E. coli DNA fragments; 1b, to the sample of noncoding regions; and 1c, to the sample of coding
regions.

If the samples under examination were described by the simplest statistical model, the corresponding
quantities #= S}[D(ab)]* would have a x* distribution with nine degrees of freedom (x3). In fact, the t

quantities for gg.ses 1a, b, and c are 2,986, 2,461, and 616, respectively. The values obtained are ''great' in
the sense that they appear to reject the null hypothesis with a probability very close to one. In such situations
both here and later we restrict ourselves to a level of significance of ''no less than 0.999.'"" Thus, the ob-
tained result indicates the existence of a relationship between neighboring nucleotides in E. coli DNA both in
coding and in noncoding regions. T

Az correlation parameters we shall use the magnitudes of the probabilities of appearance of a nucleo-
tide of type b after a nucleotide of type a, i.e., the conditional probabilities P (b Ia) . Their approximate

values i’(b ] a) are calculated from the formulas %(b | a) = N(ab)/N(a), 2, b=T, C, A, and G, These quanti-

ties are presented for the three samples of E. coli nucleotide sequences in Table 2.

It is easily verified that the f; frequencies satisfy the system of equations
ZP(bIa) fo=fo- | (1)

This means that the data presented in Table 2 can be considered as three matrices of transitional probabili-
tieg P(b] a) for uniform first order Markov chains, which are the next more complicated means for statis-
tically describing nucleotide sequences compared with the simplest model. In a uniform Markov model, fq
represents the approximate values of the so-called final probabilities P, of the chain states, whlch in the
glven case are T, C, A, and G. -

Clearly, the P(b Ia) quantities, calculated for the overall sample (Table 2, A), should occupy some
Intermediate position with respect to the corresponding quantities pN (b la) and C(bla) from Table 2, B
and C, which, as is easily shown, is the case. The following considerations can be used to answer the ques-

tion of the poss1b111ty of a statistically significant agreement between correlatlon parameters of neighboring
nucleotldes for both the codmg and noncoding regions.

We defme the quantities tCN ang tNC, where C is the index of coding regions and N is the index of

nOlltlodlng regions, by the equations:
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TABLE 2. Conditional Probabilities P(b|a) for E. coli DNA

o Total sample (A) Noncoding region (B) Coding region (C)

3

: :‘E second nucleotide

gaolr | c]laflalr]clala]r]c]ala
T 10,267]0,235|0,185(0,309{0,309}0,220/ 0,208 | 0,266 (0,234 |0,24710,173 | 0,346
c {0,235]0,22210,251 0,296 0,234 0,234 0,273 {0,264 0,231 | 0,215] 0,235 0,319
A ]0,24210,22210,325/0,2441 0,253 10,207/ 0,318 10,222 0,232 10,236 0,329 0,207
G 10,229]0,294|0,244 0,233 0,238 | 0,270| 0,246 | 0,246 | 0,224 0,305 | 0,243 | 0,228

a = AA

LAl
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| TA AG
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« “1st nucleotide T C A 6

. 2nd nucleotide | TJCfA[c[T[c[A]c[rTcTaTs]T]c]ATs

Fig. 1 Shift in dinucleotide frequency: a) relates to whole
set of E. coli DNA fragments; b), to sample of noncoding
regions; c), to sample of coding regions.
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If the character of the dependence of neighboring nucleotides in coding and noncoding regions is identi-
cal, random tN and tCN quantities should have a x}, distribution [14]. The actual tNC and tN values are
1,556 and 1,568, respectively. Thus, the hypothesis of the agreement of correlation characteristics is re-
jected with a probability of no less than 0.999, We note that this conclusion contradicts a conclusion made

earlier [4, 5].

We now move to a more detailed study of the statistical properties of the.nucleotide sequences from
coding regions. The available experimental material is sufficiently large and permits the determination of
the statistical characteristics of the frequency of mono- and dinucleotides as a function of the position they
occupy relative to the initiating codon. The multitude of all possible positions is broken down into groups,
termed ''frames.'" For example, nucleotides located at positions 1+ 3¢, ¢ =0, 1,... form the first mono-
nucleotide frame; moreover, positions with ¢ = 0 correspond to the first nucleotide of the initiating codon.
Nucleotides found in positions 2+ 3¢, ¢ =0, 1,... form the second mononucleotide frame, while those found
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TABLE 3. Positional Frequencies of Nucleotides

Frame T [ A G
1 0,140 0,240 0,249 0,37
2 0,289 0,225 0,311 0,175
3 0,263 0,288 0,180 0,270
3 0,231 0,251 0,246 0,272
a 2 i =7
TT e AA

cc
b TA

TG 6T
20 [ 5

GT 66
¢ F i~J
20
| 6C
7 = [ —_Iﬁ‘_' — [—I
e ] T
_20 -

1st nucleotide- T [ A 6
2nd nucleotide | T[C[AJ6]T]C]AlG|T]caTG6]T]c]ATs
Fig. 2. Shift in positional frequency of dinucleotides: a)

first dinucleotide frame; b and c¢) second and third
frames, respectively.

in positions 3 + 3¢, ¢ =1, 2,... form the third. Analogously, nucleotides found in positions 1 + 3¢, 2+ 3¢, ¢ =
0, 1,... form the first dmucleotlde frame, and s0 on. By the frequency of nucleotide a in the ith mononucleo-
tide frame f}, is understood the ratio of the number of nucleotides of type 4 to the total number of nucleo-
tides (N/3) present in the given frame. The values of lez’ i=1, 2, 3, are presented in Table 3. The possible
random error in the determination of these frequencies is estimated by the quantity o, equal to 0.008. It is
easily seen that the cbtained frequencies indicate an uneven distribution of nucleotides of various types among
frames, which was noted earlier [15, 16]. In Table 3 those quantities that deviate most from the average fre-
quency of a given type of nucleotide in the coding regions are underlined.

These deviations may be associated with various factors. Thus, the decline in the content of T in the
first frame and of A in the third is due to the prohibition of the codons TAA, TGA, and TAG. The increase in
the content of G in the first frame and of C in the third emphasizes the preferential use of codons of the
RNY type (R denote purine and Y, pyrimidine), whichw as earlier pointed out by Shepherd {17] and is associated

“with characteristics of the ' primeval'' genetic code. The relative increase in the content of T in the second
" frame may be due to the periodic series of synonymous codons coding nonpolar amino acid residues incor-
~ porated in the o helices of protein molecules [18]. Finally, the increase in the content of A and the decline

-'In the content of G in the second frame is apparently due to the fact that the 14 codons with A in the second

e position correspond to seven amino acids, while the 15 codons contammg G in the second position code only
xrflve dlfferent amino acids.
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TABLE 4. Conditional Probabilities P! (bl 2) for Coding Regions

. i=1 | =2 | i=3

First

no- second nucleotide

. cleo-

tide T c A G T c A G I T [o A G
T 0,386|0,264]0,207[0,143}0,24610,253|0,100 (0,401 10,148 10,2280,236] 0,392
C 0, 329 0,167 0,271 0,23370,240{0,276(0,173 0,311 10,146 (0,201 0,257 0,399
A 0,329/0,1980,37810,092|0,21210,260{0,3250,206;0,128|0,239| 0,261 | 0,367
G 0199 0,264 0331 0,207/0,417 (0,411 |0,051}0,12010,137 {0,296 | 0, 241 0,326

The positionally uneven distribution of nucleotide frequencies in the coding regions of the E. coli genome
is inconsistent with the model of a nucleotide sequence in the form of a uniform Markov chain. In fact, such a
model implies that the probabilities of appearance of nucleotides of different types are the same at any position
taken within the coding region, i.e., they equal P4, 2 = T, C, A, and G. However, as we have just seen, the
situation is otherwise. Therefore, the original model must be refined using positionally dependent statistics.

We denote the number of dinucleotides of typesgb found in the ith dinucleotide frame by Ni (a, b). We
shall consider the simplest ''positional’ statistical model of the nucleotide text of the coding region in which
neighboring nucleotides are assumed to be independent, but the probabilities of their appearance differ in dif-
ferent positions relative to the initiating codon. According to this model the expected number, of dinacleotides
of type ab that should be encountered in the dinucleotide frame with number i will be N* -l gl /3 fori= 1, 2,
and N-£-f!/3 for i = 3. Figure 2 presents the quantities D(gp)i = (N!(ab) ~ Ni (ab))/(Nl (ab))'/2 for all i.
These data permit testing the hypothesis of the possible use of the simplest positional model. If it is valid, the
quantities f{'= 2 (D%,)* should have a X} distribution. The real values of tifor i=1, 2, 3 are 1,504, 3,719,

and 246, respectlvely. This permits the assertion that, once again, neighboring nucleotides with a probability
of 0.9999 cannot be considered as independent, i.e., there is a ''short-range order'' in their arrangement that
is inadequately described by reference to positional irregularities in the frequencies of mononucleotides.

We improve the model using the probabilities of transition P(b | a), which may now be dependent upon
the position numbers occupied by the nucleotides. We then have three matrices pl (b|a), the elements of
which are determined by the formulas Pl (b |z) = Ni(zb)/Ni {a); a, b=T, C, A, G; i =1, 2, 3. The obtained
values are presented in Table 4.

It can be assumed that the character of the dependence between nucleotides belonging to different di-
nucleotide frames differs. Formally, this can be tested by the same method used to establish the differences
in the character of the dependence between neighboring nucleotides in coding and noncoding regions of the E.
coli genome. We define the quantities tiJ and til by the equatlons

¢ = S (N (a, ) —N' (@) -P' (b a)/N' (@) - P (6 a))%, )
L2
where i and j are indices of dinucleotide frames. If the character of the dependence of neighboring nucleo—
tides in frames i and j is identical, the quantities tY and t}! should have a x?, distribution. Insofar as t'?
20,265, t? = 9,946, t2 = 7,319, 132 = 12,230, 3! = 11,544, and t!* = 9,118, it can be asserted with a probablhtonf
no less than 0.9999 that the character of the dependence between neighboring nucleotides differs in different
dinucleotide frames.

It should also be noted that the f}, quantities satisfy the equations
>, . . >
S Gla=f" i=1,2 XiPolo=Ff.
a a

Thus, f}, can be considered as final positional probabilities of the states P[il in a nonuniform first-order
Markov chain with periodically repeating transitional matrices.

A comparison of the correlation parameters found for coding regions Pl (b la) with their analogues in
noncoding sequences, i.e., with PN (b ]a), isof interest. To do this we calculate from Eq. (2) the quantities
tiN and t !, where i is the number of the dinucleotide frame taken in the coding region, and N 1s an index
deS1gnat1ng the noncoding region, We obtam 1IN = 1,867, N1 = 1,881, 2N = 3,612, t§I = 4,685, 3N = 3,206,
and t N3 _ 3,227, Again, turning to the xm distribution, we conclude that the group of correlation parameters
of neighboring nucleotides in noncoding regions does not agree with any of the groups of posmonal correla-

tional parameters in the coding regions.
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The statistical characteristics found for nucleotide sequences from different functional regions of the

E. coli genome permit the estimation of such quantities as entropy and redundancy, typically determined for

symbolic sequences [3, 19, 20]. If such a sequence consists of independently appearing symbols, i.e., is
represented by the simplest model, then according to [20] each of its symbols involves an entropy of

H'=— 3\ P,.10g, P,. (3)

Substituting here instead of P, the f; quantities we find that Hy = 1.9978 and H{ = 1.9975 for noncod-
ing and coding regions, respectively.

The presence of a correlation between nelghbormg nucleotides was accounted for, following [20], by the
more complex formula

H2=—ZPa-g.Pma)qonga). (4)

Replacing P(b f a) by its estimates i’(b l a), we find that H%\I =1.9878 HQC =1.9769 for coding and non-
coding regions, respectively. More precise results for the coding regions can be attained if positional varia-
tions in the P and P(bla) quantities are accounted for. It can be shown that to do this Eqs. (3) and (4)
should be replaced by the equations

______ZZP,, log, Pt : (5)
~__22p' Zp‘(b|a) log, P* (b]a), (6)

wtfx)ere p! and P! (b|a) can be substituted by the known quantities f1 and P1 (b|a). Then Hgl =1,9555 and
H =1.7787.
C

The magnitude of redundancy is assomated with the magnitude of the entropy of the symbolic sequence by
the following relationship [20]:

R=1—H/log.M, (7)

where M is the quantity of possible symbols (1 e., M = 4), Using the previouslyfound values of H, we find that
in the noncoding regions Ry = 1.1°10°° and Bl\i) 6.1°107, In the coding regions R =1.3"107%, RL =1.2°
10", and, furthermore, REL = 2.2°107% and R 2=1,1"10"

. DISCUSSION

It is apparent from the results obtained that the statistical patterns of the alternation of nucleotides in
the coding and noncoding regions of the E. coli genome differ greatly. It is naturally postulated that the char-
acter of these patterns reflects a specific path of evolution, selecting different rules of fixation of mutations
in different functional regions. : .

It can be shown formally, using the widespread and rather rigorous steady-state and non-steady-state
concepts [21], thata non-steady state of two types is observed in the E. coli genome: ''Large-scale'’ non-
steady state, associated with the alternation of coding and noncoding regions, as well as ""small-scale'' non-
steady state, which is characteristic of the coding regions and is expressed in the positional dependence of
the probabilities of appearance of nucleotides. This fact is important in defining the structure and parame-
ters of statistical models for describing nucleotide sequences. Several such models were mentioned earlier.
The adequate selection of statistical models is important for the development of effective algorithms for com-
puter recognition of the functional zones of DNA. Furthermore, the form of the model influences substantially -
the result of computation of the probabilities of the random appearance in natural nucleotxdes of sequences of
fragments with various types of symmetry, etc. [22].

It is clear from the foregomg that the structure and parameters of these models cannot be identical for
different functional regions. Being unable within the framework of this article to enter into a detailed discus-
sion of questions associated with the classification of models and the conditions of their applicability, we note

. only the following. Uniform Markov chains of any order {23, 24] lead to steady-state, i.e., positionally inde-
- pendent, distributions of the probability of appearance of nucleotides of a specific type, which does not in fact
] ,_occur. For thlS reason uniform chains are of no use as static models of the structural sites of DNA.

. The main cause of the development of non—steady—state static patterns in the coding regions of E. coli

' »DN_A were probably differences in the functional significance of nucleotides occupying different positions.
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Thus, the selection of nucleotides in the first nucleotide frame almost unambiguously determines the amino
acid sequence of the protein product, i.e., these dinucleotides bear the primary coding function. At the same
time, the second dinucleotide frame includes nucleotides inthe third codon position, the selection of which, which ig
associated with the so-called synonymous-codon selection, is of regulatory significance for the system of
cellular biosynthesis [25, 26]. Therefore, the substantial difference between the correlation parameters of
the first and second dinucleotide frames is not unexpected (Fig. 2a, 2c; Table 4). We believe that the corre-
lation parameters P! (b la), as well as P? (bla) can indeed be used as "'integral'' characteristics for clasm-
fying the coding nucleotide sequences.

The presence of an admittedly comparatively weak but statistically significant correlation of the third
codon nucleotide with the first nucleotide of thenext codon provides the basis to speak of the statistical rela-
tionship of neighboring codons. This result is also supported by Lipman and Wilbur [11], who noted that the
random rearrangement of codons in the structural region of DNA leads to an increase in entropy, which indi-
cates a decline in the degree of correlation of the symbolic text.

With regard to the values of entropy and redundancy of nucleotide sequences, returning to Eq. (7) we
note that the magnitude of logy M equals the entropy for a sequence of symbols that is generated in a series
of independent events, in each of which any of M possible symbols appears with equal probability. The value
of R for such a sequence is zero. It is known [3] that in linguistic texts (in modern languages) R ~ 0.7. This
speaks of their substantial "'interference resistance,'’ or, in other words, the possibility of restoring a com-
plete text in the presence of randomly distributed gaps.

We note, however, that the small magnitudes of R for noncoding regions cannot be considered a sign of
the similarity of their local structure to the structure of a purely random sequence with zero R, insofar as
the sample of noncoding regions contained sites with various functional properties, and in light of the fore-
going this fact provides the basis to postulate that the primary structure of these regions is not statistically
uniform.

The following can be stated concerning the coding regions. If a set of nucleotide fragments of length N
taken from the coding regions is examined, it can be asserted [19] that only oHN gifferent sequences out of
the 22N possible variants of nucleotide sequences will be encountered among these fragments with a probabil-
ity close to unity. In particular, on the basis of the actual value of H P2 we find that only one of the 4.6 10°
randomly selected nucleotide sequences of 100 nucleotides length has the same statistical structure as a real
coding region.

In conclusion it is appropriate to note that the ''physical meaning'' of the correlation parameters of
neighboring nucleotides is not yet completely clear. In particular, Nussinov [5] showed that the magnitude of
correlation parameters cannot be related to the values of the intramolecular energies of stacking-interac-
tions in a thermodynamically equilibrium system. Such a fact is logical from the point of view of biology,
since the issue is not one of the selection of the most stable sorts of macromolecules in a freely interacting
mixture but of the selection of the most rapidly self-reproducing individual complexes of macromolecules
(cells), which do not necessarily contain the most stable DNA molecules.
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STATISTICAL PATTERNS IN THE PRIMARY
STRUCTURES OF FUNCTIONAL REGIONS OF
THE GENOME IN Escherichia coli

., NONUNIFORM MARKOV MODELS

M. Yu. Borodovskii, Yu. A.Sprizhitskii, ‘ UDC 576.315.42
E. I. Golovanov, and A. A, Aleksandrov

Statistical models of the structural regions of the genome of E. coli in the form of uniform and
nonuniform Markov chains are studied. The initial data for their construction were obtained by
determining the statistical characteristics of the frequency of di- and trinucleotides in E. coli
DNA. The degree of adequacy of models of various type is investigated. On their basis the cor-
relation parameters in sequences of codons and amino acids residues are calculated.

The representation of a biopolymer molecule in the form of a sequence of monomers (nucleotides, amino
acids) is naturally considered as a text, i.e., a symbolic sequence of elements of a finite alphabet. We
showed [1] that the patterns of alternation of nucleotides in E. coli DNA are nonuniform in different functional
regions, which is expressed in a difference in the frequencies of mono- and dinucleotides. Similar facts were
established earlier for other DNA molecules [2]. .

Thus, statistical methods can be used to distinguish functionally sighificant structures in the text of the
genome. Two paths are possible here. The first is to use a statistical description of the genomic text as a
whole {3-5]. The simplest model of such type is the representation of the DNA in the form of a sequence of
nucleotides appearing with equal probability and independently of one another. If such a model is taken as a
foundation, all DNA fragments generated by this model with low probability should be assigned to the category
of nonrandom fragments and, presumably, functionally significant. A deficiency of such a method is the need
for further clarification of the type of function of the nonrandom fragments found.

The second route, which we shall take in the present study, requires a preliminary investigation result-
ing in the proposal of a statistical description of a specific class of functional regions. Then, fragments that in
some sense satisfy this description are sought in the genomic text. The procedures for computing the statisti-
cal characteristics of the model and the subsequent search for functionally significant zones are usually per-
formed with the computer [6, 7). The foregoing questions are of growing importance with the increase in the
degree of automation of the procedure for sequencing nucleic acids. The optimistic view of the prospect for
using "*local"’ statistical models is associated with the circumstance that they must distinguish a rather nar-
row set of alla “a-priori pos31ble nucleotlde sequences. For example, it was shown [1] that of 4.6° 10% randomly
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formed sequences of 100 nucleotides length, on the average only one possessing the statistical ''structure'" of
the coding zone of E. coli DNA is formed.

The present paper investigates the structural regions of E, coli DNA taken from the third edition of the
EMBL bank of nucleotide sequences. It was shown that in calculatmg the codon statistics, nonuniform Marko-
vian models give results that are closer to reality compared with uniform models. Furthermore, a second
order nonuniform model provided the basis for a determination of the correlation parameters of neighboring
amino acid residues in the primary structure of E. coli protein molecules the magnitudes of which indicate
the presence of a short—range order in polypeptlde chains,

METHODS AND RESULTS

Uniform and nonuniform Markov chains of zero, first, and second order are considered as statistical
models of the structural regions of the E. coli genome.

A uniform Markov chain of zero order is specified by the magnitudes of the probabilities of its separate
states, i.e., in the given case by the P (&) quantities, where a symbolizes nucleotide type T, C, A, or G.
(Here and below, unless stipulated otherwise, the letters a, b, ¢, I, m, and n denote a random nucleotide). A
uniform first order Markov chain will be specified by a vector of initial probabilities of states P’(a) and by a
matrix of transitional probabilities || P(b|a) ||. Description of a uniform second order Markov chain re-
quires specification of a vector of initial probabilities P?(ab) of 16 components, as well as a matrix of transi-~
tional probabilities |] P(c|ab) |], which is 4% 16 in size.

Earlier [1] we conducted a statistical analysis of the nuclectide texts coding E. coli DNA regions and
obtained estimates for the magnitudes of P(a) and P(b ]a) satisfying the conditions of the maximum plausi-
bility method [8]. Insofar as all sequences taken began with an initiating codon AT, the initial distribution of
probabilities are of the form

Pla)=1, a=A; P'(a)=0, a=#A, (1)
P(ab)=1, ab=AT; P°(ab)=0, abs~AT. ‘ (2)
It can be shown that the uniform first and second order Markov chains we have defined possess ergodic

properties, i.e., a final distribution of probabilities pl (z) exists. To do this it was immediately verified that
the P(a) quantities satisfy the systems of equations

2P B)P(blay=P ), (3)
SP@h)P(clab)=Pl). (4)

Here P(ab) = P(b|a)P(a), where P(b|a) = D P(b|ca). Fulfillment of Eqgs. (3) and (4) mean that the P(a)
quantities are the final probabilities, - ’

The probabilities of any nucleotide combination in the DNA structural regions, including triplet combina-
tions, which are of special interest, can be calculated on the basis of each of the above models. Formally, if
one proceeds from the zero order model, then

P(abc)=P(a)P(b)P(c). (5)
It follows from the first order model that
P(abc)=P(a)P(b|a)P(c|b). (6)
From the second order model, 7
P(abcy=P(ab) P(c|ab). (7)

We now consider the class of nonuniform Markov models. Their utility is due to the positional uneven-
ness of the frequencies of mono- and dinucleotides in the coding regions of the genome, which was noted
earlier [1]. This unevenness is of a periodic character with a period of three nucleotides. A nonuniform zero
order Markov chain in the given case will be specified by three vectors P'(a), i =1, 2, 3. A vector with num-
ber i consists of the magnitudes of the probabilities of appearance of nucleotides in the ith posmon of the
coden, i.e., of a triplet situated in the coding frame. -

A nonuniform first order Markov chain is defined by the three vectors of the initial probabilities P% (@),
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TABLE 1. Positional Frequency of Dinucleotides in Different
Dinucleotide Frames [1] ‘

Positional frequency of dinu- Positional frequency of dimu-
Dinucleo- cleotides Dinucleo Cleotides
tide first second’ | third tide first  [second third
frame | frame frame - frame |frame frame
T 0,054 0,071 0,039 AT 0,082 0,066 0,023
TC 0,037 0,073 0,060 AC 0,049 0,081 0,043
TA 0,029 0,029 0,062 AA 0,094 0,101 0,047
TG 0,020 0,116 0,103 AG 0,023 0,064 0,066
CT 0,079 | 0,054 0,042 | GT 0,074 | 0,073 0,037
CC 0,040 0,062 0,058 .GC 0,098 0,072 0,080
CA 0,065 0,039 0,074 GA 0,123 0,009 0,065
CcG 0,056 0,070 0,115 GG 0,077 0,021 0,088

i=1,2,3, a=1T, C, A, G, which correspond to t_he three Pi(a)'vectors just rnentioxied above. Furthermore,
three matrices of transitional probabilities || Pi(b]| a)||, i =1, 2, 3, the elements of which are taken from
Table 4 of the preceding paper [1], are required.

The description of a nonuniform second order Markov chain requires specification of three vectors of
initial probabilities of 16 components, Po (ab), i =1, 2, 3 (Table 1), as well as three matrices of transitional

probabilities of 4 X 16 size || pi (c|ab) ||, i=1, 2, 3. The elements of these matrices are presented in re-
spectively the first, second, and third part of Table 2.

Direct verification shows that the values of the estimates of maximum probability for the elements of
the vectors and matrices Pl(a), Pt (b[a), and Pl(c|ab),i=1, 2, 3 sansfy the equations

Ep'(a)P'(ua) P’“(b) i=1,2.

(8)
§P3<a)P3(b|a)=Pl(b).
S Pt (ab) P¥(c]ab) =P (o), i=2,3,
¢ 9)
; P (ab) Pt (c| ab) = P*(c).

These equations are analogous to Egs. (3) and (4). Therefore, the quantities pi (2) can be interpreted
as positionally dependent final probabilities of individual nucleotides.

Representation of the text of coding regions in the form of nonuniform Markov chains leads to nonuni-
form values of the probabilities of abe triplets for different frames. In.particular, we obtain the following
formulas for the coding frame.

In the case of a zero order model:

P* (abc) =P* (a) P*(b) P* c). (10)
In the case of a first order model: ’
Pt (abe) =P (@ P (b|a) P (c]B). 1) .
In the case of a second order model: ‘ |
' P* (abc) =P* (ab) P* (c|ab). - 12)

A cyclic rearrangement of the superscripts in Egs. (10)~(12) provides equations for calculating the
probab111t1es of abc triplets in the other two frames, which we denote by P?(abc) and P3 (abc).

’ Equatmns { 5) (7) and (10)-(12) permit the calculation of the expected frequencies of codons belontrmg to

- 20 different synonymous groups in all three read frames. Comparison of the calculated values obtained on the

basis. of zero. and first order models with experimental data leads to the results shown in Figs. 1-3 for the

‘j-.'flrst second, and third frames, respectively. Here the magnitudes of the differences between actual and cal-
" -culated frequency values are depicted graphically. The units of measurement are the quantities of mean

T squared deviations, which are calculated from the model distributions of the probabilities of codons.
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Uniform zero order model
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ITrp Cys  Tyr  Asn Lys 6lu_ Pro L A

, ro_ Vol Ala  Arg
Met " His Phe Gln " Asp Ile Thr Gly Ser Leu
Fig. 1. Comparison of predicted and experimental
frequencies of codons of twenty amino acid synony-
mous groups for different Markov models; first
read frame (see text)

Evidently, all four statistical models give the best agreement for the third read frame (Fig. 3). This is
due to the rather weak correlation of the third nucleotide codon with the first nucleotide of the next codon [1],
which in the present case leads to a nearly equally probable distribution of the triplets of the third frame with
respect to synonymous groups. Furthermore, all three figures show that the nonuniform first order model
gives the best approximation for actual frequencies. We note that the degree of this agreement is less in the
first read frame than in the second and third, which indicates the presence in the first read frame of addi-
tional features in the alternation of nucleotides that are not fully accounted for by a nonuniform first order

Markov model.
 As a whole, the data presented indicate the preferability of nonuniform models for the statistical de-
scription of the primary structure of the coding regions of E, coli DNA. This fact seems entirely natural in-
sofar as uniform models, as apparent from Egs. (5)-(7), do not reflect the dependence of the probability of a
specific triplet upon the position occupied relative to the coding frame. In partmular, they predict an identical
probability of appearance of the terminating codons in all read frames. '
. The nonuniform second order model gives a precise agreement between the caiculated values of fre-

quencies of the groups of codons under examination with the actual codons; therefore, we present no figure for

this model.

We shall examine the possibility of using the nonuniform Markov models presented above for describing
texts consisting of the nucleotide triplets abc. We denote by P (abec —~ Imn) the probability of appearance of
.the Imn' triplet after the abc triplet. According to the zero order model

| P* (abo—rlmn) = P* (1) P* (m) P*(n) = P° (Imn), (13)

. 'a dependence upon the specific form of the preceeding triplet abe is excluded. This means that if a nu-
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Trp Clys Tyr Asn Lys Glu Pro Val Ala  Arg
Met His Phe G6ln Asp Ile Thr Gly Ser Leu

Fig. 2. Deviations in prediction of frequencies in second
codon read frame.

cleotide sequence is represented by a nonuniform zero order model, the same sequence broken up into trip-
lets will be described by a uniform zero order model that corresponds to the vector of probabilities P’({mn).

On the basis of the first and second order models we obtain
P (abo—Imn) =P (I|c) P* (m|l) P* (n|m), ' (14)
Pi{abe—Imn) =P*(I[bc) P* (m/|cl) P* (n|lm). ' (15)

The probabilities of the transition in Egs. (14) and (15) depend upon the type of nucleotides ¢ and bec.
Thus, in this case the triplet sequences are represented in the form of uniform Markov first order chains.
The elements of the corresponding matrices of transitional probabilities are determined from Eqs. (14} and

(19).

We note that the quantities p! (abc — Imn) for triplets taken in the coding frame can be considered as
approximate estimates of the elements of a real matrix of transitional probabilities ''codon — codon'' of 64 %
64 size. The precise determination of the elements of this matrix requires a volume of information on the
primary structures of E. coli nucleic acids that is presently unavailable to us.

A statistical description of the primary structure of E. coli protein molecules and, in particular, an es-
timate of the correlation parameters for neighboring amino acid residues can be obtained on the basis of the:
P! (abc — imn) quantities.

If sy Sy ...,8K are the codon numbers from a synonymous group A of amino acid a, while jj,
j2s <.+ Jy are the codon numbers from the synonymous group Ag of amino amd b, the probablhty of appear-
ance of the pair ap

Paph= 3 ZPsms-—»i).

SE,A(Z ]'EAB
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where Pg is the probability of appearance of a codon with number s, determined by Eq. (7).

If it is assumed that the amino acid residues « and 3 appear in neighboring positions of the polypeptide
chain independently of one another, the relation must be met:

P(af)=P(a)P(p),

where P(a) = D Po P(B)= D P; In order to test the hypothesis of independence, we compute the quantities
s€Ag TEAg

3

__N:/,P(aﬁ)~P(a)P(fi
_ (P (=) P BN*
where N is the total number of codons in the examined set of nucleotide sequences.

- The sum S=— 21 s for the case of the codmg frame must have a X% distribution with 361 degrees of
ap
freedom According to the Fisher theorem [8], if the number of degrees of freedom n is great, the quantity
¢ = (28)!/2 has a normal distribution with an average value (2n — 1)/ and a unit variance. When n = 361 the
quantity (&) is 26.9. The actual value of £, calculated for the first frame, is 20.7. This result provides the
basis for rejecting the hypothesis of the statistical independence of neighboring amino acid resu]ues in the
Primary structures of E. coli proteins.

A similar test can also be performed for hypothetical amino acid chains corresponding to translatxon by
the second and third read frames. In this case thequantity S has 400 degrees of freedom. The expected value
of ¢ is 28.2, while the actual is 47.3 and 86.3 for the second and third frames, respectively. Thus, the hypoth-
esis of mdependence is also re]ected

We note that if the magnitude of deviation of { from the expected value (¢ ) is considered a measure of

. v’the statlstxcal dependence of neighboring amino acid residues, it is easily seen that this dependence is ex-
o DreSSed to the weakest extent in real protein structures (first frame).

839




DISCUSSION

The obtained results may be of direct significance for answering the question of the applicability of
models of the Markov chain type for the statistical description of real nucleotide texts. It was shown that uni-
form Markov models, which were also examined earlier [9-11], do not permit a satisfactory description of
the nucleotide sequences of DNA coding regions. The cause of this lies in the positional unevenness of the
nucleotide frequencies, which cannot be accommodated within the framework of uniform models.

A series of statistical characteristics of the primary structure of E. coli protein molecules was calculated for
the structural region of DNA on the basis of the nonuniform second order Markov model. Comparison of the
frequencies of poss1b1e pairs @f of neighboring amino acids, v, calculated on a nonuniform second order
model with the "aﬁ quantities obtained on the basis of the zero order model shows that the vyg quantities
for the majority of possible pairs of neighboring amino acids af do not exceed the limits of 7op + 30, where
¢ is the mean squared deviation of the quantity v — 7, determined by the zero order model. At the same time,
the inequality vpp > vap + 30 is met for the pairs Gln—Leu, Gln—Phe, Pro—Leu, Glu—Thr, and Lys—Thr,
while the inequality vgp < Vi — 30 is met for the pairs Gln—Glu, GIn—Gly, and Phe—Leu.

The x* value calculated from the entire set of normalized values of the obtained deviations provides the
basis to reject the hypothesis of the independence of neighboring amino acids with a level of significance of no
less than 0.999. This result, obtained on the model, essentially coincides with the data obtained by Poroikov
et al. [12] in an investigation of the correlation of neighboring amino acids on a sample of proteins from dif-
ferent families and organisms. However, these authors after an examination of more long-range correlations
of amino acid pairs came to the conclusion that the primary structure of globular proteins is of a purely sta-
tistical character. Our results do not provide the basis for a similar judgement with respect to the primary
structure of E. coli proteins. In the best case a ''short-range'' order exists here, and a ''long-range'' order
is absent.

It is interesting to note that a ''long-range'' order exists in the nucleotide sequences of the structural
regions of DNA and is expressed in the presence of positional frequencies of mono- and dinucleotides. In this
connection it can be postulated that insofar as a deletion or insertion leading to a shift in the read frame
causes a change in the parameters of long-range order characteristic of genes of actively functioning pro-
teins, it is unlikely that a mutant polypeptide chain will give a selectively acceptable protein.

The question of the search for a statistical model to describe the primary structure of DNA now pre-
sents itself differently. It follows from the obtained results that there is no single model describing equally
well both the coding and the noncoding regions [1]. The DNA text is non-steady state, and its different func-
tional zones are described by different models. The global averaging of the frequencies of mono- and di-
nucleotides throughout the genome, for example on the basis of Nussinov's results [13], provides only an
orientational, zero or second order uniform model. Such a model can be used to distinguish a broad set of
ncenrandom regions of the DNA text requiring further differentiation.

On the other hand, models of functional regions can be used to develop effective algorithms for dis-
tinguishing the corresponding DNA functional zones. In particular, this relates to the computer recognition of
DNA coding regions in prokaryotes and eukaryotes using nonuniform Markov models, and this question merits
special examination,
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A POSSIBLE ENZYMIC ROLE OF IMPORTED
tBNAlLyS DURING THE SPLICING OF YEAST
| MITOCHONDRIAL TRANSCRIPTS

T. R. Soidla : UDC 577.217.33:576.311.347

A sequence of tRNA%y S imported into the mitochondria was complementary to first class in~
tron donor boundaries and corresponds to the generalized ribozyme structure.

It has been shown that t.‘RNA1Ly ® is imported into the mitochondria of Saccharomyces cerevisiae but
does not undergo aminoacylation in these organelles [1]. It has been found that tRNAILy S is complementary
to a number of mitochondrial transcript sites which are of importance for splicing [2, 3]. In this case the
role of this {RNA in the splicing process was not clear. On the basis of preliminary comparisons it was pro-
posed that t.‘RNAII‘y S is a ribozyme which participates in the cleavage of the primary transcript at the site of
the intron donor boundaries. In this article the author discusses certain new reports in the literature which
consider the role of tRNAlLYs in splicing and demonstrates that the structure of this tRNA does in fact corre-
spond to the typical ribozyme structure.

RESULTS AND DISCUSSION

It has previously been demonstirated that pre-mRNA sites, which are of importance for splicing, and
tRNAlLy 8 are complementary to each other [2, 3]. It was considered that the site of this tRNA, complementary
to the first class mitochondrial intron donor boundaries, most probably participates in the splicing process.
The presence of a complex and extremely conservative secondary structure is a common feature of first
class introns [4]. They are encountered in the mitochondrial genome of fungi and also in the nucleargenome
of protozoa and in the chloroplast genome of plants [5]. Certain introns of this class have the ability to
achieve self-splicing in vitro [6-9], but in vivo ,at least in the case of mitochondrial introns, splicing is depen-
dent on factors which are encoded in the nuclear genome [7-11]. On account of the complementarity between
tRNAlL‘y S and the intron-containing mitochondrial transcripts, it was possible to combine data on theappar-
ently heterogeneous boundaries of first class introns into a consistent system. In fact in the donor (5') bound-
aries of these introns only the last nucleotide of the exon was conservative, i.e., the boundary hasa Ut X
form [12]. However, after partial untwisting -of tRNAILY S in more or lessg the same position in which the re-
verse transcriptase untwists the tRNA-primers [13] complementarity was found between the donor sites of
all nine first elass yeast mitochondrial introns and the untwisted portion of the tRNAlLy S. The data from the
two previous reports of the author are presented in Fig. 1. On account of the complementarity revealed it was
possible to find point donor boundaries. in accordance with the following rule: complementarity, transition,
the first m*GU, boundary, complementarity are .always found in the same order in the 3' — 5'-direction in
the vicinity of the donor boundary. In cases in which thedonor boundaries were subsequently more accurately
defined they coinc¢ided with the boundaries predicted by the authors {9, 14]. However it seemed unlikely that
a reverse transcriptase type of enzyme with the ability to cleave tRNA existed in the mitochondria. There
are now two sets of data which support the hypothesis of the current author. For example it has been shown
that introns in the mitochondrial genes may segregate at the level of DNA and in this case this phenomenon
occurs frequently and involves the segregation of several introns concomitantly [15]. This phenomenon may-

_ be attributed to the reverse transecription.of various pre-mRNAs of the gene with subsequent conversion be-
tween the gene and the DNA copy of one of the precursors of the mature mRNA. In addition a mitochondrial
plasmid [161] in the ascomycete Neurospora crassa has recently been described which contains conservative .
nucleotide sequences typiéal of first class introns, and at the same time the plasmid has the dinucleotides UG
-and CA, which are characteristic of retroviruses, at the ends of its RNA-copy (the plasmid is totally tran-
scribed). In addition the protein, which is encoded by this plasmid, has a site of weak homology with the re-

- “All-Union Scientific-Research Institute of the Hydrolysis of Plant Materials, Leningrad. Translated
from Molekulyarnaya Biologiya, Vol. 20, No. 4, pp. 1034-1038, July-August, 1986. Original article submitted
October 1, 1985.- =~
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STATISTICAL PATTERNS IN THE PRIMARY STRUCTURES OF FUNCTIONAL
REGIONS IN THE GENOME OF Eschertichia coli.
I1I. COMPUTER RECOGNITION OF CODING REGIONS

M. Yu. Borodovskii, Yu. A. Sprizhitskii, E. I. Golovanov, UDC 576.315.42
and A. A. Aleksandrov

A method is proposed for the rapid analysis of nucleotide sequences that enables
determination of the structural regions of DNA, establishment of the read frame
of the triplet codon, and also estimation of the potential degree of expression
of the protein product. The idea behind the method originates from earlier-ob-
tained resulted on the difference in the statistical properties of coding and
noncoding E. coli DNA fragments. This difference is, in the final analysis,
manifested in the character of Markov models for the coding and noncoding re-
gions of DNA, which are used in the recognition algorithm. The results are pre-
sented of calculations made on an Iskra-226 personal computer.

At the present time, when effective methods for deciphering DNA primary structures are
widely available [1, 2}, problems of the functional interpretation of the nucleotide texts
that are read should be given high priority. The results already obtained indicate that the
situation is quite complex. As a rule, a single function is performed by different combina-
tions of nucleotides in DNA primary structures. The groups of synonymous codons coding the
same amino acid, promotor regions, translation initiation sites, and splicing sites can be
mentioned as the simplest examples [3-5].

However, the appearance of a permissible nucleotide combination in the DNA primary struc-
ture still does not mean that the corresponding function is actually realized. This requires
a fully defined "context." 1In particular, a nucleotide triplet will act as a codon only if
it is found in a coding region and is situated in a specific phase (coding frame) with respect
to the initiating codon. Thus, it can be assumed that methods considering the "context" and
analyzing extended DNA regions will have a special role in the interpretation of primary struc-
tures [6]. Included in this category are methods for recognizing DNA coding regions proposed
earlier [7-12] and oriented towards the use of a computer. They are based on the statistical
characteristics of the frequency of mono- and trinucleotides. In some cases, they are calcu-
lated in advance with a sample of previously known DNA coding sites (training sample). It
should be emphasized that by coding site (fragment) or gene we refer to the site of single-
stranded DNA bearing information on the actual functional polypeptide. The contextual fea-
tures of the genes are associated with the amino acid structure of the coded protein, as well
as with the mechanism of translation [10].

Without going into a comparative analysis of earlier-developed [8-12] approaches, we note
the following. The method of Staden and McLachian [8] was used in the study of Sanger et al.
{13] to determine the precise dimensions of the DNA coding regions in A phage. The method
of Fickett [9] is suitable for answering the question as to whether some specific DNA fragment
is a functioning gene (or part thereof), It was used in the study of Tramontano et al. [14]
to analyze the 'open read frames' of the genetic code, which were found in the genomes of
various organisms on DNA strands complementary to coding regions. Gribskov et al, [11] in-
dicate that the forementioned methods [8, .10, 11] can be used to determine the correct read
frame, to estimate the potential degree of gene expression, and also to indicate errors in
deciphering the primary structure of DNA that are of the form of the insertion or deletion of
some number of nucleotides (not a multlple of three).

Institute of Molecular Genetics, Academy of Sciences of the USSR, Moscow. _ Translated
from Molekulyarnaya Biologiya, Vol. 20, No. 5, pp. 1390-1398, September-October, 1986.
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Fig. 1. Plots of indicator functions of coding regions com-

puted for three read frames (a-c) of ECRECA sequence. V =
(1, 16).

Our statistical analysis [15] of the coding and noncoding regions of the primary struc-
ture of E, coli DNA opened new possibilities for development of a method for recognizing
coding regions that proved to be the missing link in several approaches associated with the
statistics of mononucleotides [9, 10] and trinucleotides [8, 10, 11]. Furthermore, the route
we take — representation of DNA functional zones by uniform and nonuniform Markov chains [16] —
makes it possible. to give a logical exposition of the theory behind such methods.

DESCRIPTION OF METHOD

The problem of recognizing the coding regions in E. col? (and other prokaryotes) using
purely computer methods amounts to a 'marking' of the DNA into alternating zones, some of
which are "closest'" to the image of a coding region present in the computer memory, and others,
to the image.of a noncoding region. By images here are understood certain mathematical models,
the parameters of which were obtained by means of a statistical analysis of the. corresponding
samples of nucleotide sequences. ‘ )

We shall move directly to the algorithm. We consider the nucleotide fragment (ai, az,
v+ ap), subsequently abbreviated as a. It is convenient to take n as a multiple of three.
We designate by P(K]d) the probability that if a site identical to « is found in the DNA se-
quence, this site will belong to a coding region, and by P(Nla), the probability that this

Site will belong to a noncoding region. The quantity P(K[a) is made up of three quantities
,‘P(Kzla);~P(K2|a), and P(Ks|a). P(Ki|o) is the probability that « will belong to a coding
" Tegion, and at the same time nucleotide a, occupies the ith position in some codon. To cal-
- - culate the probabilities P(N|a) and P(Ki|a), i = 1, 2, 3, we must know the parameters of the
' Dathematical models of the coding and noncoding regions.
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The model of noncoding region is specified by a uniform first order Markov chain. The
vector of the initial distribution of probabilities (according to [15], Table 1) has four com
ponents: Po(T) = 0.231, Po(C) = 0.259, Po(A) = 0.261, Po(G) = 0.248. The matrix of transi-
tional probabilities for this chain was presented earlier (Table 2b [15]). Nonuniform Markov
chains of three different orders, r = 1, 2, 3, can be used as a model of the coding region.
The greater r the closer the statistical characteristics of the model and object [16]. How-
ever, this must be "paid" for by the introduction of additional parameters and an increase in
the time of the calculations. . Therefore, we will not dwell on any one (better) model but will
present below the results for all three.

The model type is not important for clarifying the nature of the algorithm. We shall
take for definition a nonuniform first order Markov chain. Such a chain is specified by three
vectors of the initial probabilities ?oi(a), a=T, C, A, G, and by three matrixes of transi-
tional probabilities of sizes 4 x 41Pi|a)ly, @y b =T, C, A, G, 1 =1, 2, 3. The numerical
values of the component vectors and elements of the matrixes are presented in our previous
paper and in Tables 3 and 4, respectively.

The first step in the algorithm is the calculation of four accessory statistical quanti-
ties for the a fragment. One of them, P(a|N), determines the probability of randomly finding
a fragment identical to a in a noncoding region. According to an equation known from the
theory of Markov chains [17]: : » S '

p_(a;N)=P0(a,)P(a,|a,)..'.,.R(a;la,.ﬁ)'.» | Q)
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The other three quantities we denote P(a|K;), P(a|Kz2), and P(a|Ks). P(a|Ki) is the prob-
ability of randomly finding fragment « in a coding region and in such position that nucleotide
a, is in the ith position of some codon. We have

P Ky) =P} (a) P* (@] @) P*(a5] @3) - ... - P (@n| anas), (2)
P K;) =P} (@) P*(a;]a) PP (5| @) - . .. - P*(an] an), 3
P (a|Ks)= P3(a) P*(a;| ay) P (as) ag) - - . - - P1(@n ) @nna). €]

cient to determine the quantities P(Ki|a), since it can be assumed with a high degree of pre-
cision that P(Nla) =1 - P(K;la) —-P(Kz[a) —-P(K5|a). On the basis of Bayes' formula [17],

]

k

The probabilities P(N|e) and P(Ki|a) can now be calculated. Moreover, it will be suffi-
we find

. P(a| K P (K)
P(Ki|a) = :

- L i=1,2,3. (5)
o : AP (@l K)P(K)+P (| N)P(N) : !
. i

- Here P(N)’and P(Ki) are the so-called a priori probabilities of events N and Ki. They
- characterize the probability of membership of some fragment a to a noncoding or coding region
. (with one of .the positions of the first nucleotide fragment a specified above). In this case,
' the specific primary structure of a is disregarded. It is naturally assumed that P(N) = 1/2,
L CP(Ry) = 1/6, i = 1, 2, 3.
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Fig. 5. Plot of coding~region indicator function for sequence
' ECRRNBZ, containing "open frame." V = (2, 32).

The quantities P(Ki|a) and P(Nla) are determined in a similar manner in those instances
where a specific region is modeled by a nonuniform Markov chain of zero or second order. 1In
particular, for r = 0 the product of positional probabilities of nucleotide encounter appears
in Egqs. (1)-(4) (see [15], Table 3). For the case of r = 2 the data are taken from Tables 1
and 2, published earlier [16].

Thus, the formal aspectof the method reduces to the computétion by Eqs. (1-5) of the
values of P(Kilu), i =1, 2, 3 for some multitude of fragments covering the investigated DNA
sequence.

RESULTS AND DISCUSSION

The foregoing algorithm was realized on an Iskra-226 personal computer. The program
permitted the use of any of the three Markov models of the coding region. The parameter I —
the size of the "window" for scanning the sequence — could be taken equal to 16, 32, or 48
codons. The "window'" was successively shifted by two codons, and probabilities P(Kji|a), i =
1, 2, 3 were calculated at each position for the fragment ¢ landing in the opening of the

'window." These values were arranged in accordance with the center of the obtained fragment.
Subsequently, for the abbreviated designation of the computational variant we shall use the.
notation V(r, 1), indicating the order of the model of the coding region and the width of the
"window."

In order to clarify the selection of objects for analysis, we note the following. It !
was shown .[18] that, on one hand, the patterns of the nonrandom use of synonymous codons
in bacterial genes may be associated with the degree of their expression in the cell. On the
other hand, the selection of codons also affects the statistical characteristics- of the nucleo~
tide sequences of coding regions [11l]. Therefore, it is of interest to obtain and compare the .
results of genes possessing according to [11, 18] substantlal differences in the rules -of sel-. |
ection of synonymous codons. -
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TABLE 1. Values of p and s, Obtained for Different Genes
Using Different Variants of Algorithm ’

Order of

- araC | lexA | recA
Markov nga_ : ;
odel meter Number of codons in Ywindow"
T 6 |32 |46 |1 32 s | 1 32 8
0 p {052 ]06s{0,70|0,76 0,94} 0,95 079 | 0,05 | 0,9
s | 00310330033 |022]0008|013] 020 | 015 | 015
1 5 1051 ]0,53[0,5|0,86]0,9]0,97| 0,95 | 0,9 | 0,9
s 0,36 1 0,40 10,42 10,21 10,13 | 0,12 0,09 - 0,07 3,09
2 : E 0,6410,6910,7610,9 | 0,94 0,90 0,98 0,96 0,97
s |o034|0:33] 030|022 022]0028| 014 | 018 | 016

For this purpose, three nucleotide sequences were selected — ECRECA, ECLEXX, and ECARAC
(the designations adopted in the description of the EMB1 bank are used here), of 1390, 943,
and 1246 nucleotides length, respectively. The sequence ECRECA at site (238, 1296) contains
the recA gene of the regulator protein of the E. coli SOS system, possessing the ability for
intensive expression [19]. Fragment (102, 707) of the ECLEXX sequence contains the gene lexA,
" which is a repressor of the SOS-system of protein synthesis [20]}. The ECARAC sequence con-
tains the gene araC (270, 1145), which codes the protein repressor of the arabinose operon
[21].

Figure 1 presents the plots of the quantities P(Ki|e), i = 1, 2, 3, obtained for the
ECRECA sequence at V = (1, 16) for three possible read frames. The numbers on the horizontal
read out the number of nucleotides from the start of the sequences. The segment of the verti-
cal axis corresponds to the interval (0, 1). Here and in subsequent figures, the solid lines
at the 0.5 level denote triplet chains lacking terminating codons. They begin from the long
or short vertical slashes, which denote the triplets ATG or GTG, respectively, and end in the
long slashes shifted downward, which indicate the position of the terminating triplets.

Figures 2 and 3 give plots of the gquantities P(KiIa) obtained in the case V = (1, 16)
for the sequences ECLEXX and ECARAC. It is easily noted that coding regions are recorded in
Figs. la, 2¢, and 3c. Moreover, the behavior of the indicator functions is of a differing
character. It is apparent that the degree of "resolution" of the coding regions worsens from
ECRECA to ECARAC. Formally, this may be reflected using the values pi, i = 1, 2, 3 — the means
of the P(Kila) numbers taken within the limits of the real coding region — as well as the quan-
tities si, which are the mean squared deviations of P(Ki|a) from Pi in the same interval,

In the given case P, = 0.95 and s; = 0.09 for the recA gene, P; = 0.86 and ss = 0.21 for
the lexA gene, and Ps = 0.51 and s3 = 0.36 for the araC gene. The same quantities calculated
from other algorithm variants are presented in Table 1. According to the table, the greatest
degree of resolution for the araC gene is attained in the case V = (2, 48). A plot of the
corresponding indicator function, but only for the coding frame, is presented in Fig. 4.

Returning to Figs. 1-3, it should be noted that if an error of the type of a deletion
or insertion of some number of nucleotides other than three arose during the interpretation
of DNA it would be manifested in the "jumping" of the coding-region indicator from one frame
to another. :

Thus, it can be concluded from the foregoing control parameters that the application of
the described algorithm gives sufficient information for the identification of coding regions.
The obtained results also permit the postulate that at fixed algorithm parameters the degree

"of resolution of the coding region will be higher the greater the maximally possible rate of
expression of the coded protein. In this case, the p and s quantities are informative char-
acteristics of the coding region associated with the rate of expression of the protein pro-
duct.

We shall consider, for example, the still incompletely functionally identified sequence
"ECRRNBZ, containing the ribosomal operon. It was described earlier [22], and the open read
.- frame on the (275, 1141) interval was identified in it. The plot of the indicator function
' obtained by calculation for V = (2, 32) for fragment (1, 1300) in the second read frame is
Presented in Fig. 5. The values of P, and s, for the interval (275, 1141) are 0.73 and 0.34,
. Tespectively. This provides the basis to believe that fragment (275, 1141) codes a still
- uiidentified E. coli protein, possessing a high degree of expression.
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In conclusion, we note the following in comparison with the earlier methods [8-11]. Wigh
regard to the variant V = (1, 16), which we considered in greatest detail here, the presented
algorithm is not inferior in terms of the degree of resolution of the coding regions to meth-
ods described earlier [8, 10, 11]. However, compared with the work of Staden [10], which de-
scribed a method using triplet statistics and a "window" size of no less than 15 codons, our
method required less work to prepare the initial information. Specifically, instead of three
tables each containing 64 frequencies of codon encounter, we need three tables with 16 values
of transitional probabilities [16]. The other algorithm, using triplet statistics [11], pre-
supposes the use of a wider "window' of from 25 to 50 codons, which increases the expenditure
of computer time. Staden and Fickett [9, 10] also proposed algorithms associated with the
positional statistics of mononucleotides. Corresponding to these approaches is the use of
a nonuniform Markov chain of zero order as a model of the coding region. Therefore, we can
turn to Table 1, which shows that when 1 = 16 such an algorithm lacks sufficient precision
and, as in the case in [11], the size of the "window' must be increased. Finally, the use
of p and s makes it possible to classify the genes with respect to the features of construc-
tion of nucleotide sequences associated with the degree of protein expre551on. The latter
question clearly requires separate discussion. v

It is also appropriate to note that, as shown by calculations, the application of uni-
form Markov chains [16] as models of the DNA coding regions for the recognition algorithm
presented above does not yield applicable results. This again confirms our conclusions [16]
concerning the low precision of the statistical description of the nucleotide structures of
coding regions using uniform Markov chains.
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